
• Position of the cooling break changes significantly 
when compared to previous prescriptions that over-
estimate the radiative contribution to cooling.

• Error is not constant and varies in the trans-relativistic 
regime (post-jet break) ⇒ global cooling cannot 
simply be offset to correct for the error.

• Variable particle acceleration properties significantly 
impact the light curve in the trans-relativistic stage.
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BACKGROUND 

METHODS RESULTS

☞ Implications on our understanding of the jet launching
mechanism, the nature and behaviour of the remnant, and the
geometry of the various components associated with the
explosion.

• Finite-volume Arbitrary Lagrangian -
Eulerian approach only in the direction 
of dominant fluid motion:
⇒ avoids mesh entanglement and 
associated computational costs. 
⇒ increased  resolution downstream of 
shocks. (Duffell & MacFadyen, 2011)

• Shock detection, particle injection and
local calculation of their evolution
including radiative cooling done at
runtime.
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We combine recent developments in moving-mesh
relativistic hydrodynamics with a local treatment
of non-thermal emission in a new code: GAMMA.

Fig. 2: Spatial scales covered by GRB jets and the different stages of relativistic jet
dynamics. The jet is launched at Lorentz factors of a few hundred and decelerates all
the way to the non-relativistic stage. The spatial dynamic range is numerically very
challenging.
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�c is thus simply handled as a tracer during the hydrodynamical
evolution. The improved resolution downstream of the shocks, along
with the fact that grid zones are comoving with the fluid lift the
constraints linked to the very short cooling time of the accelerated
electrons and enables the implementation of local cooling.

Once the energy distribution of electrons is known, we can
compute the spectral volumetric emitted power P0⌫ for any region
of the flow downstream of a shock, such that:
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Above the cooling frequency ⌫0c , the emitted power follows and
exponential cut-o�. We set P0⌫ = 0 if ⌫ > ⌫0c for the sake of
simplicity.

We then integrate this power over the whole fluid using equa-
tion:
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This integration assumes that the fluid is optically thin, a reasonable
assumption above optical frequencies. For every cell in the volume,cite + elab-

orate
cite + elab-
orate and a given lab time, we compute the arrival time for a redshift

z = 1. The contributions from all cells for a given observer time
bin are summed to build the light-curve. We verify a posteriori that
we have taken into account the contributions from all the lab times
corresponding to a given observer time by plotting the contribution
to the total final light-curve for every snapshot.

4.2 Synthetic light-curves and spectra

- Able to reproduce Lamberts lc pre-jet-break - Timescale is not okay
- We introduce spine and sheath model to retrieve proper timescale

We compare our results with that of LD18 in figure 7 in the
case of isotropic local emission. The simulated X-ray light-curves at
1keV are in very good agreement. The lack of emisison at very early
times before 100s in our simulations is due to our decision not to
include the variable "head" region that they use in their simulations,
as it is not linked to the flaring phenomenon. We obtain very similar
results displaying a first spike at seconds corresponding to emissioncompletecomplete
from the internal shocks as the dense shell is being formed. The
arrival time of this spike is equal to the time at which the emitting
material has been ejected in the lab frame. A second bump is visiblerephraserephrase
at later times and corresponds to increased emission from the RS as
it traverses the dense shell. This emission is able to peak above the
radiatively ine�cient FS in a flare-like manner.
Analise the spectra too here. Move the timescale and the late flares to
section 5 together.

As mentionned in LD18, the timescale of this flare is longer
than observed with �tflare/tflare ⇠ 1 instead of the �tflare/tflare ⇠

Figure 7. X-ray (Prelim)

0.1�0.3 reported by . LD18 choose to invoke anisotropy of the emis-citecite
sion in the comoving frame in order to reconcile simulations with
observations, essentially limiting the emission to a smaller solid
angle. However, this constraint could very well be produced by the
geometry of the jet itself. We present here a di�erent approach that
avoids having to introduce additional constraints the microphysics
of emission. Indeed, the short timescale of flares translates into
constraints on the spatial extent of the emitting region. In the late
activity of the central engine scenario, this constraint is satisfied as
the emission is taking place at very small radii close to the remnant.
In the reverse shock scenario, the criterion on spatial extent can be
fulfilled in the angular direction. Indeed, the variability of the initial
ejection can leave an imprint on the radial as well as the angular
velocity profile of the ejecta. In this situation, a dense dense region
of material could form only in a "filament" of ejecta in a small
angular region, with which the RS would eventually interact.

We investigate this possibility by limiting the perturbed dy-
namical setup to a small angular region at the initial state. The
angular setup is described in figure 8. We expect this setup to allow
the cooling timescale to dominate the flare decay time, suppress-
ing the curvature e�ect. We show the ability of the reverse shock
scenario to produce flares in filaments o�-axis as well as on-axis,
before focusing our study to on-axis flaring behavior.

In practice, we use the results of dynamical simulations P
and NP and assign them to di�erent angles in the light-curve and
spectral reconstruction, to form a perturbed (P) and non-perturbed
(NP) region. In the on-axis (✓c = 0) case, the dynamicsD (✓) come
down to:

D (✓) =
8><>:
DP, 0  ✓ < �✓c
DNP, �✓c  ✓ < ✓jet

, (19)

with �✓c the opening angle of the P region and ✓jet the jet opening
angle. As a first approach, and provided that�✓c is su�ciently large,
we can indeed limit ourselves to post-processing of 1D dynamical
simulations as we expect the P region to be non-causal at least until
the reverse shock has crossed the dense shell. The NP region that
constitutes the bulk of the jet is also non-causal as we model its
evolution pre-jet break. From these considerations on the validity
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�c is thus simply handled as a tracer during the hydrodynamical
evolution. The improved resolution downstream of the shocks, along
with the fact that grid zones are comoving with the fluid lift the
constraints linked to the very short cooling time of the accelerated
electrons and enables the implementation of local cooling.
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Above the cooling frequency ⌫0c , the emitted power follows and
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0.1�0.3 reported by . LD18 choose to invoke anisotropy of the emis-citecite
sion in the comoving frame in order to reconcile simulations with
observations, essentially limiting the emission to a smaller solid
angle. However, this constraint could very well be produced by the
geometry of the jet itself. We present here a di�erent approach that
avoids having to introduce additional constraints the microphysics
of emission. Indeed, the short timescale of flares translates into
constraints on the spatial extent of the emitting region. In the late
activity of the central engine scenario, this constraint is satisfied as
the emission is taking place at very small radii close to the remnant.
In the reverse shock scenario, the criterion on spatial extent can be
fulfilled in the angular direction. Indeed, the variability of the initial
ejection can leave an imprint on the radial as well as the angular
velocity profile of the ejecta. In this situation, a dense dense region
of material could form only in a "filament" of ejecta in a small
angular region, with which the RS would eventually interact.

We investigate this possibility by limiting the perturbed dy-
namical setup to a small angular region at the initial state. The
angular setup is described in figure 8. We expect this setup to allow
the cooling timescale to dominate the flare decay time, suppress-
ing the curvature e�ect. We show the ability of the reverse shock
scenario to produce flares in filaments o�-axis as well as on-axis,
before focusing our study to on-axis flaring behavior.

In practice, we use the results of dynamical simulations P
and NP and assign them to di�erent angles in the light-curve and
spectral reconstruction, to form a perturbed (P) and non-perturbed
(NP) region. In the on-axis (✓c = 0) case, the dynamicsD (✓) come
down to:
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with �✓c the opening angle of the P region and ✓jet the jet opening
angle. As a first approach, and provided that�✓c is su�ciently large,
we can indeed limit ourselves to post-processing of 1D dynamical
simulations as we expect the P region to be non-causal at least until
the reverse shock has crossed the dense shell. The NP region that
constitutes the bulk of the jet is also non-causal as we model its
evolution pre-jet break. From these considerations on the validity
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Fig. 4: (left) Power-law distribution of electrons resulting
from particle acceleration at shock locations. (right)
Corresponding synchrotron emissivity in the co-moving
frame.
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�c is thus simply handled as a tracer during the hydrodynamical
evolution. The improved resolution downstream of the shocks, along
with the fact that grid zones are comoving with the fluid lift the
constraints linked to the very short cooling time of the accelerated
electrons and enables the implementation of local cooling.
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angular region, with which the RS would eventually interact.
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namical setup to a small angular region at the initial state. The
angular setup is described in figure 8. We expect this setup to allow
the cooling timescale to dominate the flare decay time, suppress-
ing the curvature e�ect. We show the ability of the reverse shock
scenario to produce flares in filaments o�-axis as well as on-axis,
before focusing our study to on-axis flaring behavior.

In practice, we use the results of dynamical simulations P
and NP and assign them to di�erent angles in the light-curve and
spectral reconstruction, to form a perturbed (P) and non-perturbed
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with �✓c the opening angle of the P region and ✓jet the jet opening
angle. As a first approach, and provided that�✓c is su�ciently large,
we can indeed limit ourselves to post-processing of 1D dynamical
simulations as we expect the P region to be non-causal at least until
the reverse shock has crossed the dense shell. The NP region that
constitutes the bulk of the jet is also non-causal as we model its
evolution pre-jet break. From these considerations on the validity
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Electron distribution

Corresponding local emissivity

Dynamical relativistic jet simulation techniques are only just
becoming able to numerically resolve gamma-ray burst (GRB)
blast-wave evolution across scales.

Fig. 1: Artist’s impression of a 
gamma-ray burst

Gamma-ray bursts
(GRBs) are produced
during the collapse of a
massive star or a binary
neutron star merger. A
collimated jet pointing
towards the observer
produces the prompt
gamma-ray emission.
The jet interaction with
the circumburst medium
produces afterglow
synchrotron emission.

Fig. 3: Low-resolution GRB jet simulation. The 
mesh moves radially with fluid velocity.

Dynamics

Variable microphysics: the injection electron 
power-law index is set as a function of shock 

strength

map of emission sites

Fig. 5 (above): early snapshot a GRB jet simulation. Initial state is the Blandford-Mckee (1976) solution at
Γ = 100, opening angle 0.1 rad. Initial isotropic-equivalent energy 1053 erg, lab time 7 ×10!s. Radii in light-
seconds.

CONCLUSIONS

Local numerical calculation of the particle 
population evolution

𝑝 can be initialised as a function of shock 
strength.

Fig. 6: Afterglow spectral evolution (left), light curves (center), and cooling break position evolution (right), slow-cooling case. “global” refers to the global cooling
approximation commonly used in the community. “local” refers to our accurate numerical prescription. In “variable p” we set the injection electron power-law index
as a function of shock strength. “BM” is the analytical Blandford-Mckee (1976) solution without jet spreading.

cooling break position
changes with cooling prescription

Injection break

jet break

• Accurately numerically capturing non-
thermal radiative processes is crucial 
to correctly interpret complex 
relativistic transient late-time light 
curve evolution.

• GAMMA can be used as a test-bed for 
investigating trans-relativistic particle 
acceleration processes, thanks
to the local treatment of
particle evolution

Using accurate numerical prescriptions of the emissivity, one can:
• Simulate observed radiation from multiple emission sites,

(Ayache et al., 2020)
• Understand the trans-relativistic evolution of the jet.

Current radiative modelling is limited by:
• Resolution requirements
• Approximations in the calculation of radiative losses.

(Granot & Sari, 2002; van Eerten et al., 2010; Guidorzi et al, 2014)

Contact:
eliot.ayache@astro.su.se

https://eliotayache.github.io/
⇒ Passive scalar with a source term.

https://github.com/eliotayache/GAMMA
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